The valve DAC

Submicron silicon meets submillimetre vacuum

Marcel van de Gevel

1 Introduction

Despite the increasing popularity of gramophone records [1], many recordings are still only dis-
tributed digitally, either on a digital carrier or as a computer file or by a streaming service. This must
be frustrating to those audio enthusiasts who prefer valve electronics over transistorized circuitry
and would ideally want to remove all transistor stages from their audio equipment, because most so-
called valve DACs are actually solid-state DACs followed by a valve buffer.

Although | believe that excellent audio equipment can be made using solid-state technology, | con-
sidered it a nice intellectual challenge to see how far | could get with building a DAC that has all crit-
ical analogue and mixed-signal functions realized in valve technology. | also saw it as a nice excuse
to experiment with valve oscillators and switching circuits, rather than the usual amplifiers. This ar-
ticle summarizes my findings.

1.1 Definitions

Some terms in electronics have acquired many slightly different or even completely contradictory
meanings over the years. A good example is the word linear; according to the strict definition in-
herited from linear algebra, a linear voltage regulator is one that doesn’t work, because its output is
proportional to its input. The term stability is well-defined for linear systems, but has a somewhat dif-
ferent meaning for sigma-delta modulators. A very peculiar one is the word computer, which used
to be a human being doing computations, but gradually changed into a programmable machine, ba-
sically a practical implementation of Turing’s universal machine.

See Table 1 for some definitions used in this article. The variable t represents time; for discrete-time
systems, tis an integer multiple of the sampling time T.
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Term

Definition used in this article

Linear

Suppose a system or a circuit produces an output signal yi(t) for an input
signal xi(t), while its output signal is y2(t) when its input signal is xz(t). The
system or circuit is linear when its output signal is asyi(t) + By2(t) in response
to an input signal a=xi(t) + Bex2(t), for any a and 3.

As all real-life circuits clip, fold or produce smoke above a certain signal level,
no real-life circuit can be entirely linear, but they can be approximately lin-
ear over a limited range of signal levels.

A phase versus frequency characteristic is called linear when the phase shift
is proportional to frequency. This corresponds to a frequency-independent
delay.

Linear interpolation between two points means interpolation according to
a straight line segment between these points.

Affine (as in affine
transformation)

Suppose a system or a circuit produces an output signal yi(t) + yr(t) for an
input signal xi(t), while its output signal is y2(t) + yr(t) when its input signal
is X2(t). The system or circuit is affine when its output signal is asy:(t) + Bey:(t)
+ y1(t) in response to an input signal a=xi(t) + B-x(t), for any a and . This is
often a useful abstraction for circuits with noise, offset or non-zero initial
conditions.

Stable

A linear or affine system is stable when any bounded input signal of finite
duration produces a bounded output signal.

A system that is linear or affine up to a certain clipping level will be called
stable when a sufficiently small input signal of finite duration does not make
it clip.

A chaotic sigma-delta modulator with linear loop filter will be called stable
when its state variables remain bounded.

A non-chaotic sigma-delta modulator and any sigma-delta modulator of
which the loop filter can clip will be called stable when it produces granu-
lar cycles and unstable when it produces overload cycles.

A limit cycle or limit set will be called stable when it is attracting, meaning
that the system converges to the limit cycle or limit set when it is started
from an initial condition that is close to the limit cycle or limit set. It is un-
stable when it is repelling, meaning that when the system is started from
an initial condition that is close to but not on the limit cycle or limit set, the
distance to the limit cycle or limit set will grow with time.
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Granular cycle

A sigma-delta modulator is said to produce granular cycles when
it works well: its output switches frequently, its internal state vari-
ables remain relatively small and its output signal spectrum is a
good approximation of its input signal spectrum over the band of
interest.

Overload cycle

A sigma-delta modulator is said to produce overload cycles when
it produces low-frequency oscillations, its internal state variables
become larger than for granular cycles, and its output signal spec-
trum does not approximate the input signal well.

Time invariant

Suppose a system or a circuit produces an output signal y(t) for an
input signal x(t). If it is time invariant, shifting its input signal in
time will result in a time shifted, but otherwise equal output sig-
nal. That is, the response to x(t - ) will be y(t - 7) for any 7.

Time variant

A time-variant system or circuit is one that is not time invariant.
Typical examples are samplers, decimators and frequency con-
verters (mixer plus local oscillator).

Linear time invariant

Alinear time-invariant system is, obviously, one that is both linear
and time invariant. These systems have the special property that
their output signals can only contain frequency components that
are also there at their inputs. They can be characterized completely
by measuring the steady-state magnitude and phase responses
to sine waves for all frequencies or, alternatively, by measuring
their impulse or step response.

Microcontroller

Single-chip computer intended for embedded applications

Computer

Practical implementation of Turing's universal computing ma-
chine, the infinite paper tape being replaced by a more practical
type of memory

Human computer

Pre-1948 meaning of the word computer: human clerk doing cal-
culations (for whom Turing's computing machines were an ab-
stract model)

Table 1 Definitions
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2 General set-up of an audio DAC

Figure 1 shows the set-up of a typical audio DAC. It consists of some sort of digital interface, digital
pre-processing, the actual digital to analogue converter, a reconstruction filter, a time reference and
a voltage (or current) reference.

voltage
or current
reference

digital DAC reconstruction
processing

V| interface filter

time
reference

Figure 1 Audio DAC block diagram, only one channel shown.

Digital signal processing is essentially just a bunch of calculations that need to be done. As long as
the correct calculations are done and as long as they are done correctly, the result is independent of
whether the number crunching is done by an FPGA made of deep submicron CMOS transistors, by
a valve computer or by a team of human computers. It would, however, be very hard for normal
thermionic valves or for human computers to do the required calculations in real time. Hence, the
most practical solution by far is to use deep-submicron CMOS.

The actual digital to analogue conversion, reconstruction filtering, time reference and voltage refer-
ence all have a direct impact on the sound quality. This is obvious for the actual digital to analogue
conversion and reconstruction filtering. Variations in the voltage reference and time reference mod-
ulate the output signal in amplitude and phase, respectively, thereby creating undesired sidebands.
If noise shaping is used, fast undesired variations in the voltage and time reference (noise and jitter)
frequency-convert out-of-band quantization noise into the audio band.

The actual digital to analogue conversion, reconstruction filtering, time reference and voltage refer-
ence must therefore be regarded as critical analogue and mixed-signal functions. Because of the rea-
sons explained in section 1, they must be realized in valve technology.

Marcel van de Gevel
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3 The actual digital to analogue converter

3.1 Reducing DAC requirements by sigma-delta modulation

Digital to analogue converters can roughly be categorized as multibit and single-bit DACs. Accurate
multibit DACs are difficult to realize in any technology. Each 1 LSB step must be equally large, but as
different components determine the sizes of the steps, that implies that there are tough matching
requirements.

Fortunately, noise shaping techniques make it possible to get a good dynamic range out of a DAC
with only a few bits or even just a single bit. Single-bit DACs have only one step, which more or less
automatically makes the step match itself. There are some second-order effects to take into account,
though. For example, when the 0-to-1 and 1-to-0 transition times are different, a 1100 sequence may
have a different average value than a 1010 sequence, see Figure 2. A very effective way to eliminate
this problem is to let the DAC switch back to zero after each bit, essentially changing the sequences
to 10100000 and 10001000, respectively. This is known as a return-to-zero DAC.

Figure 2 Impact of unequal rise and fall times on a non-return-to-zero DAC. On the left, the ideal waveforms are
shown for a 1010 and a 1100 sequence. On the right, a nonzero fall time is taken into account. It is clear that the
average value of the 1010 sequence is now greater than the average value of the 1100 sequence due to the different
number of falling edges.

A disadvantage of return-to-zero DACs is their greater sensitivity to clock jitter. Essentially, every extra
transition of the output is an extra chance for clock jitter to produce noise in the analogue output sig-
nal. When the DAC output stays constant, slight variations in timing have no impact on the output
signal. Only when the DAC output switches to a different voltage level, slight perturbations of the
switching moment translate into perturbations of the output signal. As will be explained later, the jit-
ter sensitivity can be reduced again by making a so-called FIR DAC [2].

A noise shaping loop is traditionally called a noise shaper when it is drawn as an error correction loop
and called a sigma-delta modulator or delta-sigma modulator when it is drawn as an ordinary negative
feedback loop’, even though these are essentially equivalent. A noise shaper / sigma-delta modulator
with single-bit quantizer converts its input signal into a single-bit output signal with much higher sam-
ple rate. This single-bit signal can then be converted to analogue by a single-bit DAC, see Figure 3.

"I have the impression that the terms sigma-delta modulator and delta-sigma modulator used to be reserved for single-bit sys-
tems, until the introduction of the term multi-bit sigma-delta modulator.
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Figure 3 Reducing DAC resolution requirements with a sigma-delta modulator.

The upper part of Figure 4 shows a simplified block diagram of a sigma-delta modulator, which is sim-
ply a negative feedback loop around a coarse quantizer. The loop filter has a large gain inside the
band of interest, but its gain rolls off quickly outside this band. Hence, the large rounding error pro-
duced by the quantizer is reduced in the band of interest by the negative feedback loop. Outside
the band of interest, the error actually gets worse.

quantizer

loop filter J_

Q(z2)
ok
X(2) loop filter + X_) Y(z)

Figure 4 Sigma-delta modulator and its linearized model.

Even though sigma-delta modulators are always nonlinear, they are often designed using a linear
model augmented with a rule of thumb. The quantizer is simply replaced with an addition point that
adds quantization noise, as shown in the lower part of Figure 4. The transfer from the quantization
noise Q(z) to the sigma-delta modulator output signal Y(z) is commonly known as the noise transfer
function NTF(z). The feedback loop has a delay, so the impulse response of NTF(z) always starts with
a 1.The transfer from the signal input X(z) to Y(2) is called the signal transfer function STF(z).

The obtainable amount of reduction of the quantization error is limited by the Gerzon-Craven noise
shaping theorem [3]. Gerzon and Craven have shown that when you plot the magnitude of the noise
transfer function on a linear frequency scale (from 0 up to half the sample rate) and a vertical dB
scale, the area below the 0 dB line can never be greater than the area above the 0 dB line. For a sigma-
delta with stable loop filter, the areas are equal, for a sigma-delta with unstable loop filter, the area
below the 0 dB line is smaller than the area above it. This is illustrated in Figure 5.

Marcel van de Gevel
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Figure 5 Sketch of a noise transfer function, magnitude in dB versus frequency on a linear scale. According to the
Gerzon-Craven noise shaping theorem, the area below the 0 dB line can not be greater than the area above the 0 dB
line.

Hence, assuming a stable loop filter, there are three ways to increase the suppression of in-band
quantization noise. The first is to increase the sample rate, that is, to choose a high oversampling
ratio. This increases the area above the 0 dB line by increasing the number of Hz. The second is to in-
crease the noise gain outside the band of interest. This increases the area above the 0 dB line by in-
creasing the number of dB. The third is to use a very steep filter characteristic between the frequency
band where the noise is suppressed and the frequency band where the noise is increased. This en-
sures that the noise suppression is not wasted on the transition band.

The first method requires fast electronics, much faster than the highest signal frequency. This is a
rather normal requirement for any system based on feedback. It turns out that the second method
reduces the stability of the sigma-delta modulator; a well-known rule-of-thumb says that the out-of-
band noise gain for single-bit sigma-deltas of third or higher order should be about 1.5 times, or 3.52
dB. This is based on Fig. 7 of reference [4]. At a noise gain of 1, no noise shaping is possible because
there is no area above the 0 dB line, and at a noise gain of 2, the loop becomes unstable for any input
signal level. The factor of 1.5 is a compromise between these extremes. Higher noise gains are pos-
sible when more quantization levels are available. The third method means using a high-order loop
filter.

Quantization is inherently a non-linear process, and even worse, it is a non-linear process that pro-
duces dead zones: variations of the input signal between two decision thresholds have no effect on
the quantizer output. Negative feedback can not deal well with dead zones, because the loop gain
drops to zero when you are in a dead zone. In a sigma-delta modulator, this typically results in the
occurrence of distortion products and idle tones that depend on the signal or offset at the sigma-
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delta modulator input. The sigma-delta starts switching between different codes to get the correct
average value, and when this is done regularly, it results in a tone.

For those who prefer anti-causal analysis of feedback systems [5]: when you want a quantizer that can
only produce integer numbers to produce a fractional output, no amount of predistortion of its input
signal will accomplish this. You can only switch between values such that the average is OK, but when
you do this in a regular pattern, you get undesired tones.

A way to get rid of the most annoying artefacts of quantization is dithering [6], [7], [8], [9], adding a
small noise signal at the input of the quantizer?. The total error of a dithered quantizer has a mathe-
matical expectation (ensemble average) and a standard deviation that are independent of the sig-
nal when the dither has the following characteristics [6]:

A. The dither must have a two-LSB peak-to-peak value and a triangular probability density func-
tion3;

B. It must be independent of the signal to be quantized;
For a quantizer that is used inside a feedback loop, requirement B implies that:
C. The dither samples must be independent of each other.

There are some special cases where requirement C does not apply, such as loops with integer co-
efficients. See references [8] and [9] for details.

With dither according to the requirements A, B and C, the power spectral density of the rounding
error becomes white and independent of the signal. When the quantizer is embedded in a noise
shaping loop, the power spectral density at the noise shaper output is shaped according to the noise
transfer function, but it is still continuous, without any tones, and independent of the signal. This
makes the round-off error sound like (coloured) background noise rather than like a very unpleasant
kind of distortion.

The efficacy of dither has been grossly over- and understated in some literature, ranging from‘dither
makes quantization essentially linear’to ‘dither only works on steady-state signals such as sine waves
and not on musical transients. A non-subtractively dithered quantizer is neither linear nor affine, be-
cause the quantization error is statistically dependent on the signal. For example, when the input to
the quantizer is 12.25 LSB, for any kind of non-subtractive dither, the quantization error will always

2 Scientists believe that dither-like phenomena play a role in processes as diverse as the periodicity of ice ages and the operation
of the mammalian auditory system, the inner hair cells being dithered by the Brownian motion of the fluid in the cochlea. See ref-
erence [10] for more information.

3 At least this is the option with least noise; in general you have to add two or more random signals with uniform distribution of
1 LSB peak-peak each. Adding precisely two of these signals results in triangular dither.
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be n-0.25 LSB with integer n.When the input to the quantizer is 13.31 LSB, the quantization error will
be n-0.31 LSB with integer n. Hence, the probability distribution of the quantization error is always
dependent on the input signal, even though the average and the standard deviation can be made
independent of it.

Claiming that dither only works on steady-state signals is equally incorrect. This impression may have
been left by some early articles on dither that for simplicity showed the effect on sine waves or on
constant input signals; the later, more general, articles are often difficult to read because of their ad-
vanced mathematical content (such as large numbers of high- or even infinite-dimensional Fourier
transforms). In any case, it is perfectly possible to calculate the effect of dithering over an ensemble
of independently dithered quantizers that all quantize the same musical transient.

Unfortunately, proper dithering is not possible in a single-bit sigma-delta because there are not
enough quantization levels available. Practically, there are four solutions to this issue:

A Improper dithering

In practice, single-bit sigma-deltas are often dithered with a dither signal having only a few levels,
each level being equally probable, and with an experimentally determined peak-to-peak value [11].
Even though both the probability density function and the peak-to-peak value are not according to
theory, this is usually sufficient to eliminate all idle tones and strongly suppress any distortion prod-
ucts without the problem of overdriving the quantizer.

B Chaos

Periodic limit cycles produce periodic output sequences that produce spectral lines, that is, pure tones.
In a chaotic attractor, there are many limit cycles, but they are all unstable. Hence, except when they are
started exactly at a point of a limit cycle while there is no disturbance at all, chaotic systems do not pro-
duce periodic output sequences and therefore, they tend to produce continuous spectra rather than
pure tones*. A sigma-delta modulator that is made chaotic to get rid of tones should be sufficiently
chaotic, though (sufficiently large Lyapunov exponent); if it spends too much time near each unstable
limit cycle, it may have narrow bumps in its noise spectrum that still sound like tones [12].

A sigma-delta modulator can easily be made chaotic by using an unstable loop filter. Suppose you
have two identical stable sigma-delta modulators with unstable loop filters, almost identical initial
states and identical input signals. The input signals to the quantizers will then initially be almost
equal and the quantizers will therefore initially produce identical output signals. Because of the un-
stable loop filters, however, the slight difference between the initial states will grow exponentially
until it is big enough to make the quantizers take different decisions. From that moment onwards,
the sigma-delta modulator output signals will look quite different. This is typical of chaotic systems:
4 Strictly speaking, an autonomous digital system can never be completely chaotic because it only has a finite memory (finite

state space), so the output sequence will have to repeat eventually. Practically, this is no problem as long as the repetitions hap-
pen so infrequently that no-one hears the difference.
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slight differences in initial conditions produce a very different long-term response [13], [14].

Just like dithering, chaos reduces the obtainable signal-to-noise ratio. In the case of dithering, the
dither noise just adds to the quantization noise. In the case of chaos, the condition of the Gerzon-
Craven noise shaping theorem for getting equal areas above and below the 0 dB-line is not met.

C DAC with a few bits resolution and mismatch shaping

Proper dithering of the quantizer is no problem when it has enough quantization levels, but that im-
plies using a DAC with more than two levels, so special measures are needed to prevent draconic re-
quirements on matching in the DAC. Solid-state implementations often have a DAC consisting of 2"
+ 1 unit cells, n being some small integer, and a logic circuit that ensures that the errors caused by
mismatch between the unit cells mainly end up outside the band of interest [15]. | consider this tech-
nique far too complicated for my valve DAC.

D Sigma-delta with embedded pulse-width modulator

A simpler alternative is to embed a pulse width modulator inside a sigma-delta loop (Figure 6). The
number of quantizing levels of the quantizer is increased to make proper dithering possible and the
pulse width modulator converts the signal from the quantizer back into a two-level signal, so you can
still use a single-bit DAC. The disadvantage is that for a given clock rate, you have a smaller over-
sampling ratio and, hence, less effective noise shaping.

clock
N
f/IN
quantizer pulse
loop filter width
J_r'_r modulator

Figure 6 Sigma-delta with embedded pulse-width modulator. The quantizer has more levels, which makes proper
dithering possible, but it has to run on a reduced clock rate because the pulse width modulator needs several clock
cycles to convert each word coming out of the quantizer. Hence, for a given clock rate, the oversampling ratio is
reduced.

Pulse width modulation is by itself a not entirely linear (nor affine) process, see Figure 7 [16]. Fortu-
nately, it is a nonlinearity that produces only a very small error in the audio band and it is largely sup-
pressed by the sigma-delta feedback loop (provided that the loop filter runs on the PWM clock rate
rather than the quantizer sample rate).

Besides, the error can be randomized by rotating the PWM pattern, as shown in Figure 8. Here, the
pulse width modulator gets eight clock cycles for each quantizer output word. When it has to con-

Marcel van de Gevel
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linear PWM

L I I ]
ZH_!_L

Figure 7 lllustration of the nonlinearity of pulse width modulation. When the patterns for 0 and 1 are as shown in the
first two rows, the pattern for 2 should be as shown on the left in the third row, but what you get is shown on the
right in the third row [16]. The average value and, hence, the low-frequency content is OK, but it is clearly not the

correct waveform.

vert the number three, it randomly picks one out of the eight shown patterns. When each pattern is
chosen with equal probability, the mathematical expectation of the output signal is 3/8 in each PWM
clock cycle. This mathematical expectation is linearly related to the converted number; for example,
the mathematical expectation of the output signal would be 5/8 when a five is converted in a simi-

=

I

J
I E—

Figure 8 Eight rotated PWM patterns.
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lar fashion. Hence, the only error the PWM still makes is a signal-dependent random variation on top
of the desired value. This means that the already rather benign PWM distortion is changed into just
some signal-dependent noise.

Itis easy to see that the noise of the output signal indeed depends on the input code. An input code
of zero or eight would always result in the same output pattern, producing no noise, while any other
input code does produce some noise. This signal-dependent noise still gets suppressed by the over-
all sigma-delta feedback loop.

The digital sigma-delta modulator in my DAC can be switched between three modes: single bit with
chaos, five-level randomly rotated PWM and nine-level randomly rotated PWM. A knob allows the
user to choose what mode is used.

3.2 The DAC circuit
The simplest circuit that can be used as a single-bit return-to-zero DAC is a logic gate with well-de-
fined high and low levels. The logic gate should block the data signal while the data signal is switch-
ing. This blocking action results in return-to-zero behaviour. The exact timing of the output signal
depends only on the clock and the logic gate, so the circuit that supplies the data need not be made
in valve technology.

A switched-capacitor DAC would be less sensitive to jitter, but it would need quite a number of valves
because of the required switches. In reference [17], as many as six vacuum diodes were needed for
a single switch of a sample-and-hold circuit. A switched-capacitor DAC usually uses six switches, al-
though it might be possible to reduce this by going for a single-ended circuit rather than the usual
balanced version. In any case, | haven't pursued this option any further.

Using sigma-delta modulation, speed is traded for accuracy, so the logic gate used as a DAC must be
relatively fast. Current steering logic is known to be particularly fast due to the low impedance lev-
els and small signal swings that are used [18]. Hence, we end up with the circuit of Figure 9.

The bottom differential pair Usa-Uss is driven by the clock signal and switches a reference current be-
tween the upper two differential pairs Uia-Uis and Uza-Uzs. Depending on the data signal, the upper
differential pairs steer the current to either the positive or the negative output. The grids of the upper
differential pairs are switched while they have no tail current, hence the exact timing of the data sig-
nal ideally has no impact on the output signal. Together these three differential pairs form a two-tap
RTZ FIRDAC [2].

C28 and C29 are the first capacitors of the reconstruction filter, the rest of which is not shown. They
keep the impedance at the anodes low for high frequencies. In order to get output voltages referred
to ground, the anode resistors are tied to ground and a negative supply voltage is connected to the

Marcel van de Gevel
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tail resistor. Capacitive coupling is used for level shifting, with a Schottky diode clamp for the data sig-
nal because its DC level is signal dependent. The voltage reference is referred to the -300 V rail.

In general, a FIRDAC consists of a series of digital-to-analogue converters driven by delayed versions
of the same signal. The output signal of the FIRDAC is a (possibly weighted) sum of the output sig-
nals of the individual DACs. Hence, the whole thing acts as a mixed-signal FIR filter that has its tapped
delay line implemented in a digital fashion and the (possibly weighted) summation implemented in
an analogue fashion.

In the case of Figure 9 the two upper differential pairs each act as a return-to-zero DAC. Their com-
bined output signal is similar to the output signal of a single non-return-to-zero DAC, but without the
problems that unequal rise and fall times cause in a non-return-to-zero DAC. Hence, we combine the
distortion performance of a return-to-zero DAC with the jitter performance of a non-return-to-zero
DAC.

4 Voltage reference

Because of its good availability (at least there were plenty of them available at a fair of the NVHR, the
Dutch association for the history of the radio) an 85A2 glow discharge reference tube was chosen as
the voltage reference. Glow discharge voltage reference tubes have some peculiarities [19]:

A Ignition

Glow discharge lamps always need a higher voltage to start the glow discharge than to maintain the
glow discharge. For an 85A2, the maximum ignition voltage is 115V for a fresh tube, 120 V for an
aged one, while the maintaining voltage is 85V + 2 V at the recommended current of 5.5 mA [20].
Even when a voltage exceeding the maximum ignition voltage is applied, it takes some time before
the tube ignites. This time depends on the availability of ionized atoms and free electrons in the gas
filling, see section 4.1.

B Jump voltage

When the current is swept over the allowed current range, a step may occur in the maintaining volt-
age. As this is undesired, manufacturers try to keep the step small and try to ensure it doesn’t occur
at the recommended current level.

C Impedance
Glow discharge tubes have a large and frequency-dependent inductance [21], [22]. This is related to
transit time effects of the ionized gas atoms.

D Noise
Like all voltage references, glow discharge voltage reference tubes generate noise. According to ref-
erence [22], the open-circuit noise voltage at frequencies that are high compared to the reciprocal
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of the ion transit time can be calculated as full shot noise flowing through a resistance equal to the
DC voltage across the tube divided by the DC current:

VY 2qV?
S(v,)=2q1] = | =24
) q(lj S

With g=1.6022:10"°C, V=85V and /= 5.5 mA, this boils down to 4.2094-10"3V2/Hz, or 648.8 nV/+/Hz.
This is not bad at all when you look at the ratio of the noise to the DC reference voltage.

The very same equation applies at lower frequencies, down to about 400 Hz. At these frequencies,
avalanche multiplication increases the noise current, but also reduces the impedance. As a result,
the noise voltage density stays roughly constant. Below about 400 Hz, non-uniformity of the sput-
tered cathode surface causes a slight increase of the noise. At very high frequencies, the anode-to-
cathode capacitance filters off some of the noise.

4.1 Ignition delay for four brands of 85A2

As the available data on ignition delays was somewhat vague, | bought four 85A2 tubes from differ-
ent brands and measured the delay myself. The ignition delay consists of the so-called statistical
delay and the formative delay [19].

A glow discharge can only build up when there are ionized atoms and free electrons available and
when they get accelerated enough to cause an avalanche effect. The statistical delay is essentially the
time it takes until this happens, which can vary between ignitions of the same tube. The formative
delay is the time it takes until the avalanche has grown to the required current level. This delay is rel-
atively short and quite reproducible.

When the statistical delay dominates, the chance that the tube has not ignited after a time t is exp(-
t/1), where Tis the average statistical delay. The tube manufacturer can reduce t by adding radioac-
tive material such as uranium dioxide or tritium. (Mind you, tritium has a half-life of 12.32 years, so a
tube produced in, for example, 1957 only has 3.42 % of the tritium left in 2017. The average statisti-
cal delay can then be 29 times the original value.)

Measuring four 85A2 tubes in darkness, | found the results in Table 2. The slowest tube is obviously
the one from Haltron and the fastest the one from NEC. Presumably the NEC tube is the most ra-
dioactive device, while the Haltron device has no radioactive primer or had a radioactive primer with
a very short half-life. Looking at the variations between individual measurements, the statistical delay
was clearly dominant for all types except the NEC.

The delay of the Haltron tube became somewhat smaller when there was light shining on it, but ac-
cording to reference [19], this depends on second-order effects such as the sodium content of the
glass used in the tube. The 85A2 has molybdenum electrodes. Due to the large work function of
molybdenum, only ultraviolet light can directly generate free electrons by photoelectric effect on
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the electrodes, and ultraviolet light is largely blocked by the glass envelope. | therefore decided to
take the dark values and not count on a reduction of the ignition delay by light.

Brand Conditions Number of Average delay
measurements

NEC Darkness, 170V, 5's on, 24 25.79 ps
5s off

Pope Darkness, 170V, 5 s on, 68 358.2 us
5 s off

Philips Darkness, 170V, 5 s on, 37 1.426 ms
55 off

Haltron Darkness, 170V, 5 s on, 81 1.615s
5 s off

Haltron Light on (CFL) and LED 20 0.8025 s

flashlight shining at 5 cm
distance, 170V, 5 s on,

5 s off

Haltron Darkness, 1770V, 28 son, |28 7.675s
28 s off

Haltron Darkness, 258V, few sec- |8 3.328s

onds on, 30 minutes off

Table 2 Measured average ignition delays of 85A2 voltage reference tubes. Although not shown in the table, the
delay of the Pope tube gradually reduced during the experiment from a few milliseconds to around 50 ys.

The statistical delay reduces with increasing voltage, because higher voltages increase the chance
that an electron-ion pair gains enough energy to cause an avalanche reaction. Hence, for fast igni-
tion, the voltage at start-up should be made as high as practical.

Because of the statistical nature of the delay, there is no real maximum value. One can only define an
acceptable probability of excess and calculate the corresponding delay. Without countermeasures,
the reference voltage will rise too far and cause damage when the reference tube ignites too late. This
is acceptable when it is not the dominant cause of failure of the complete DAC. According to refer-
ence [23], the best failure rate obtainable with ordinary thermionic valves is about 0.5 % in 1000
hours (when you take various precautions | haven't taken, such as slow filament start-up and valve
derating). Hence, assuming that after switch-on, the DAC will on average be used for about an hour,
a reasonable value for the probability of the reference tube not igniting in time is 1/200 000. The
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chances of the circuit getting damaged due to the reference tube igniting too late are then of the
same order as the chances of ordinary valve failure. The “maximum” delay is then In(200 000) times
the average delay, or 40.62 s at 258 V (see footnote ).

A simple way to ensure that 40.62 seconds of ignition delay of the reference tube do no harm is to
put an RC filter with sufficiently large time constant between the reference tube and the parts of the
circuit that require the reference voltage. With 258 V of voltage at start-up and an ignition delay of
40.62 seconds, an 82.84 s RC time constant will keep the peak value of the filtered voltage below 100
V. A disadvantage is that it will take minutes for the filtered reference voltage to settle, which will
considerably slow down start-up of the DAC and will be quite annoying to the user. Besides, if the fil-
ter capacitor is electrolytic, it will need to be a very good low-leakage type.

Another option is to sense whether there is any current flowing through the reference tube and to
connect the circuits that need the reference voltage after the reference tube has ignited. This elimi-
nates the need for exceedingly long time constants, results in much faster start-up of the complete
DAC and it even prevents damage in the unlikely case that reference tube ignition takes longer than
40.62 seconds. Besides, the voltage across the reference tube before ignition will be larger, which
speeds up ignition, see Figure 10.

IBOOV IBOOV
ov ov

— 1

. — - —

Figure 10 Assume that at start up, the switch is open and the electrolytic capacitors are fully discharged. It is clear
from inspection of the circuits that at start up, the full 300 V will appear across the reference tube in the left circuit,
while only a part of it will be across the reference tube in the right circuit.

Hence, we arrive at the circuit of Figure 11.

° Readers trained in statistics will notice that I'm cheating by taking the average of the measured delays rather than an upper
confidence bound. That is, as | have only taken a limited number of measurements, there is a chance that the actual average
delay is more than my measured average value.
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5 The time reference
As usual and because of the good phase noise/jitter performance, the time reference is a crystal os-
cillator.

When the interface to the digital signal source is an SPDIF or AES/EBU interface, the DAC has to syn-
chronize to the bit clock of the signal source while suppressing its jitter. The obvious way to do this
is with a PLL with a small bandwidth. For compliance with the grade 2 specifications in the AES11-
2003 standard, this requires the crystal oscillator to be tuneable over a range of at least +50 ppm
around its nominal frequency. For consumer equipment, the IEC 60958-1:2008 standard specifies
+50 ppm sample rate inaccuracy for “high accuracy” (level 1) equipment, “normal accuracy” (level 2)
is specified as £1000 ppm.

Tuning valve crystal oscillators can be done with a so-called reactance valve. This is not a special type
of valve, but a simple circuit having a capacitance or inductance that depends on the transconduc-
tance of the valve and that can therefore be tuned by changing the valve’s bias point. My attempts
to design a reactance-valve-tuned crystal oscillator with a reasonable tuning range (enough for “high
accuracy” consumer equipment) were not successful. Calculations showed that the reactance valve
would always have an unpleasantly high loss resistance over some part of its tuning range. Experi-
mental results were even worse; the oscillator didn't start at all due to excessive losses of the reac-
tance valve. It should be possible to mitigate this to some extent by reducing the tuning range of the
reactance valve and adding a switchable capacitor bank, using reed relays and fixed capacitors, but
it remains a rather inelegant solution, also because the noise of the reactance valve adds jitter.

An alternative that has been available since the 1990’s is asynchronous sample rate conversion with
a digital sample-frequency-ratio estimator with a small bandwidth [24], [25], [26]. Due to the small
bandwidth of the sample-frequency-ratio estimator, the jitter of the input signal is heavily filtered, just
like when you use a PLL with a small bandwidth. A disadvantage is the generation of aliasing prod-
ucts in the sample rate converter, but these can be kept arbitrarily small by using a converter with
good filters. Using an asynchronous sample rate converter, the crystal oscillator of the DAC need not
be tuneable, nor does it need to be accurate.

In a system with PLL, the obvious choice for the crystal frequency is some multiple of all common
audio sample rates, such as 28.224 MHz. In a system based on asynchronous sample rate conversion,
however, this would be the stupidest possible choice for reasons of interference. As 28.224 MHz is a
multiple of all common audio sample rates, the clocks of the source are bound to have harmonics
close to 28.224 MHz, but with a frequency difference of a few kilohertz because the clocks are not syn-
chronized. This will result in whistles in the middle of the audible range if both clocks end up in some-
thing that acts as a mixer (in the RF sense of the word: non-linear circuit that generates sum and
difference frequencies).
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The CD sample rate and its multiples will be particularly troublesome, because the ratio of 28.224 MHz
to 44.1 kHz is a multiple of 64. An SPDIF or AES/EBU interface typically has spectral peaks at the 32
and 64™ harmonics of the audio sample rate, see figure 3.5 of reference [27]. Similarly, an IS interface
often has a bit clock running at 64 times the sample rate. Relatively low (and therefore strong) har-
monics of these frequencies can then cause trouble.

As an example of unintended mixing, a normal single-bit sigma-delta (without offset) has an idle
tone at half the sigma-delta clock frequency. With 28.224 MHz sigma-delta clock frequency, if the
fifth harmonic of 64 times the CD sample rate somehow leaks into the DAC reference, the DAC will
mix them and produce a potentially audible output tone. After all, multiplying its digital input sig-
nal with its reference is what a DAC does by definition. Even though the sigma-delta modulators
used in this project suppress the idle tone to some extent by dither or chaos, it is best not to ask for
trouble and not to make half the sigma-delta clock frequency a multiple of the usual audio sample
rates and especially not a multiple of 32 times the usual audio sample rates.

A 27 MHz clock frequency was chosen because multiples of half the clock frequency are conveniently
far from all multiples of 32 times the usual audio sample rates, see Table 3. The higher audio sample
rates such as 88.2 kHz and 192 kHz are multiples of 44.1 kHz or 48 kHz and therefore produce the
same or less problems than 44.1 kHz or 48 kHz. Some very high harmonics of the audio sample rates
themselves do get close to the clock and to half the clock, but fortunately, they are very high and
therefore weak harmonics.

In any case, a disadvantage of the chosen solution with a crystal that has no relation to the common
audio sample rates is that all audio signals now have to pass through the asynchronous sample rate
converter. There is no option anymore to synchronize the source with the DAC clock, for example
using an I°S interface with the DAC as master.

Most 21st century crystal oscillators are some kind of Pierce oscillator, consisting of an inverting
transconductance amplifier, two capacitors and a crystal. This topology is, however, not very suit-
able for valve-based oscillators running above about 10 MHz, because the transconductance of or-
dinary valves is too low.

Many types of high-frequency valve-based crystal oscillator are discussed in references [28] and [29],
but most of them are not directly applicable to 21st century crystals because of their high drive lev-
els (signal power dissipated in the crystal). The maximum drive level of a modern crystal is usually
specified as 100 pW or 500 pW, while those of the 1950’s could easily handle 10 mW. Slightly ex-
ceeding the drive level specification just results in a degradation of the frequency accuracy and aging,
but exceeding it by orders of magnitude can damage the crystal.
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A simple and interesting circuit from reference [29] is the tuned-plate, crystal-grid (TPCG) oscillator,
see Figure 12. It oscillates near the anti-resonance of the crystal, that is, it presents only a very low
load capacitance to the crystal. As a result, the frequency is slightly too high, which makes no differ-
ence for a DAC with an asynchronous sample rate converter®, and the impedance of the crystal is rel-
atively high at the operating frequency, which helps to keep the drive level low.

The valve has three essential functions in the TPCG circuit: it acts as a voltage-controlled current
source, its anode-to-grid capacitance couples the anode circuit to the crystal, and it works as an am-
plitude controller: when the signal gets too large, grid rectification reduces the grid’s DC voltage
which reduces the transconductance. The LC tank is tuned to have an inductive reactance at the op-
erating frequency. This inductive reactance must be smaller than the absolute value of the reactance
of the anode-to-grid capacitance. The advantages of using a tank rather than an inductor are that it
prevents unintended oscillations at crystal overtones and it filters off far-off noise of the valve.

The right part of Figure 12 shows a simplified small-signal model that only contains the essential
parts and that is only valid near the operating frequency. To the right of the dashed line, there is a con-
trolled current source and a current divider made of an ideal inductor and an ideal capacitor. The
ideal inductor is a simplified representation of the LC parallel tank of the complete circuit, which
must be inductive at the operating frequency. Capacitor Cag represents the valve's anode-to-grid ca-
pacitance and the controlled source gm represents its transconductance. As long as the reactance X;
of the inductor is smaller than the absolute value of the reactance X of the capacitor, the LC cur-
rent divider changes the polarity of the current from the controlled source, thereby realizing a neg-
ative conductance that can un-damp the crystal. The admittance of everything to the right of the
dashed lineis:

JX, 1 X, J
Y=g, T — =& -
JX, + JX(.AF JX, + JX{;E X, + ‘Xv('up X, + ‘Xv('ug
—&n XL )
X( ‘_XI. ‘X('m _XI.

Hence, the admittance has a negative conductance term and a capacitive susceptance as long as
[Xe, |> X, -

% Except that the frequencies calculated in Table 3 will shift when the crystal frequency is somewhat too high. In any case, it helps
to prevent audible mixing products between the eight harmonic of 27 MHz and the ninth harmonic of a 24 MHz oscillator on the
FPGA module.
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Figure 12 A TPCG oscillator and a simplified model.

Figure 13 shows the crystal oscillator used. It is a balanced version of the TPCG oscillator made
with an ECC81.The EF80s are a clock buffer as well as a supply voltage regulator for the actual os-
cillator. The crystal is a fundamental-mode 27 MHz crystal from Euroquartz in an HC49-4H package.
Its specified maximum drive level is 500 uW and its resistance is 40 Q maximum. | measured its Co
to be 2.3 pF.

I made a balanced oscillator because it fits in nicely with the DAC, which is also balanced. A disad-
vantage of making the oscillator balanced is that the voltage across the crystal is twice as large as the
voltage on each grid, which again increases the drive level.

6 The reconstruction filter

The reconstruction filter is a simple passive LC filter, using ferrite pot cores with large air gaps and a
magnetically very soft ferrite (N48). The advantage of a passive filter is that it can readily handle the
steep edges coming out of a DAC. Active filters are less suitable, because sharp edges could drive an
active filter employing feedback into slewing or into sub-slewing TIM. It is possible to circumvent
this by realizing the first one or two poles passively and the rest actively.

The filter is a 0.05° linear phase filter according to reference [30] with a cut-off frequency of 82 kHz.
This cut-off frequency is high enough to reproduce most of the signal frequencies in 192 kHz sam-
ple rate material, high enough to cover the human, canine and most of the feline auditory ranges and
yet small enough to keep the out-of-band quantization noise down to a reasonable level. Excessive
out-of-band quantization noise may cause sub-slewing TIM in audio amplifiers (Figure 14).
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7 Overview of the digital part
An overview of the digital part of the DAC is sketched in Figure 15. The signal path is shown at the

Figure 13 The crystal oscillator

top and consists of an SPDIF interface, a selectable pre-filter, the asynchronous sample rate con-
verter, an interpolation chain and the actual sigma-delta modulator. (Some blocks are instantiated
twice, once for the left and once for the right channel, but this is not shown.) Below the signal chain
are some control blocks for initialization and to provide a user interface. The blocks are described in
more detail in the next sections.
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Figure 14 The reconstruction filter, optional output transformer not shown.

The digital signal processing is done with a TE0630 FPGA board from Trenz Electronic, featuring a
Xilinx Spartan 6 FPGA called XC6SLX75-3CSG484l, a completely configurable digital chip made in a
CMOS technology with 45 nm minimum channel length. The XC6SLX75-3CSG484l is the largest Spar-
tan 6 that is still supported by the free versions of the Xilinx software. Trenz also supplies matching
JTAG programming cables, as well as a carrier board that came in handy for the first experiments.
The asynchronous sample rate conversion is done by an SRC4392 from Texas Instruments. As | am not
a digital expert, designing my own asynchronous sample rate converter seemed somewhat over-
ambitious and besides, judging by its datasheet, the SRC4392 is a very good converter indeed. It
does not completely suppress imaging, but this is easily corrected with the pre-filter or the interpo-
lation chain, as explained in section 8. It also has no headroom for overshoots (at least no docu-
mented headroom), but that can again be easily fixed. A DIX4192 is used as the SPDIF/AES-EBU
interface. Although the SRC4392 contains its own interface, using a separate interface gives us more
freedom in inserting filters between the interface and the asynchronous sample rate converter. Judg-
ing by their 1.8V core supply voltage, the DIX4192 and SRC4392 are probably made in 180 nm or 130
nm CMOS.

8 The pre-filters and interpolation filters
8.1 Phase linearity, halfband filtering, apodization

In the early 1980’s, Philips successfully used the phase linearity of their CD players as a selling point.
Since then, almost all digital filters used for audio sample rate conversions have been long FIR filters
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with linear phase response and quite small passband ripple. It is commonly known that these filters
have substantial pre-ringing. Some audio enthusiasts regard this pre-ringing as highly unnatural and
likely to cause audible degradation. Others point out [31], [32] that the masking characteristics of
human hearing will mask pre-ringing less effectively than post-ringing.

Traditionally, frequencies above 20 kHz are considered inaudible for human listeners. One thing |
would like to emphasize is that believing in the audibility of the ringing of an ideal or nearly-ideal 20
kHz low-pass filter implies believing that the frequencies above its 20 kHz cut-off frequency are au-
dible, at least when heard in combination with the rest of the signal. After all, the only difference be-
tween the input and the output signal of an ideal low-pass filter is the absence of frequency
components above the cut-off frequency from the latter. That is, the cause of the ringing is the ab-
sence of frequency components above the cut-off frequency. If you hear the effect of the ringing, you
therefore hear a difference between the presence and absence of frequency components above the
cut-off frequency.

AsVan Maanen pointed out in an earlier edition of Linear Audio [33], it is not entirely unthinkable that
listening tests made with sine waves are not representative of the audible frequency range with
music, because the human auditory system is not linear and time invariant. Experiments with band-
limited music have produced very different results depending on the exact methodology. In the
1950's, British researchers from the BBC [34] found that only a few of their most experienced listen-
ers could hear the effect of a sharp low-pass filter at 12 kHz, whereas in the 1990’s, Japanese re-
searchers using electroencephalography [35] found evidence that Japanese gamelan players can
subliminally hear differences between gamelan music band limited to 26 kHz and not band limited
to 26 kHz.

If frequency components above the cut-off frequency are indeed audible when heard in combina-
tion with the rest of the signal, then the arguments for using filters with little pre-ringing might be
correct. If not, then the only logical choice is a filter that does least harm to the signal components
below its cut-off frequency, that is, a filter with linear phase (at least in the passband) and very little
passband ripple.

The qualification “very little ripple” requires some explanation. R. Lagadec and T. G. Stockham [36]
found out the hard way that a filter that was flat to within +0.5 dB from 0 Hz up to the Nyquist fre-
guency was very obviously audible and even annoying to all listeners. The filter had linear phase and
it had magnitude peaks with only 25 Hz of distance between one peak and the next. In the time do-
main, this came down to an impulse response having three peaks, one main peak and a pre- and a
post-echo that occurred 40 ms before and after the main peak. These echoes were only 30.8 dB softer
than the main peak (see appendix B).
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Similarly, a low-pass filter with equidistant passband ripples can be modelled as a cascade of an ideal
low-pass filter and a filter with a pre- and a post-echo. Reducing the ripple reduces the pre- and post-
echo magnitude, increasing the frequency difference between the peaks reduces the time between
the pre-echo, main peak and post-echo, which makes them less audible due to increased (forward
and backward) masking.

Hence, filters with smaller ripples and with less ripples are less likely to cause audible problems. If you
don’t want to rely on masking at all and want to have the echoes down by, say, 120 dB, the ripples
have to be as small as +0.00001737 dB. The interpolation filter of the SRC4392 has a passband ripple
specification of +0.007 dB, equivalent to pre- and post-echoes that are 67.9 dB down, clearly requir-
ing some masking to become inaudible. (The SRC4392’s decimation filter is switched off in this DAC.)

Many FIR filters used in audio equipment have a transition band from, say, 0.45 fs to 0.55 fs instead of
0.45 fs to 0.5 f;, with f; being the sample rate. They are usually halfband filters, having an attenuation
of only a factor of two (6.02 dB) at 0.5 f.. These filters have shorter impulse responses than similar fil-
ters with a stopband starting at 0.5 fs and almost half their coefficients are zero. They are therefore
cheaper and they have shorter ringing, but they do not remove images between 0.5 fsand 0.55 f; (or
on the recording side suppress aliasing into the band from 0.45 f; to 0.5 f). The effect of the shorter
ringing of a filter with a stopband starting at 0.55 s can only be audible when frequencies above the
cut-off at 0.45 f; are audible. If these are audible, you certainly don’t want to allow any images or
aliases just above 0.45 fs. Hence, filters with a transition band up to 0.55 f; offer only financial advan-
tages and are not preferred for a high-performance DAC.

Peter Craven devised an interesting trick to control the ringing of a complete recording-mastering-
reproduction chain [31]. If all filters in the chain are linear-phase filters having a flat response up to
0.45 fs and a transition band from either 0.45 £ to 0.5 fs or from 0.45 £ to 0.55 £, all resulting ringing
and aliasing can be suppressed by adding one and only one filter with controlled ringing. This fil-
ter needs to have a smaller bandwidth than the other filters, such that 0.45 f; is already suppressed.
Craven dubbed this an apodizing filter. It makes no difference where in the chain the apodizing fil-
ter is placed, although for practical reasons Peter Craven prefers to have one used during master-
ing. He makes no claims about the audibility of the effect, he only encourages experimenting with
it.

It is difficult to see in the time domain why this helps, but in the frequency domain it is clear. Apart
from a constant delay, the phase-linear filters elsewhere in the chain essentially don’t change any-
thing up to 0.45 f.. Hence, as long as the apodizing filter's stopband begins at a frequency below 0.45
fs, the magnitude and phase responses of the entire chain are completely determined by the apodiz-
ing filter. The impulse response of the entire chain is simply the inverse Fourier transform of its mag-
nitude and phase responses. Unfortunately, apodization does not suppress the effect of passband
ripples, only the ringing due to the transition- and stopbands.
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As many digital recordings are made without apodizing filter, it may be useful to have a selectable
apodizing filter on an audio DAC. It should be noted that a signal chain with two or more apodizing
filters will behave worse than a signal chain having only one such filter, so the apodizing filter should
be switched off when playing an already apodized recording.

8.2 Dithering of intermediate results

When the aim is to optimize the sound quality rather than to minimize the amount of chip area spent
for a given SINAD value (signal to noise and distortion value), rounding PCM signals must be avoided
when possible and must otherwise be done with proper two-LSB peak-to-peak triangular probabil-
ity density function dither. Unfortunately, commercial digital and mixed-signal audio processing cir-
cuits very often round signals with no dithering at all. The resulting distortions, of course, only occur
on very-low-level signals and one can argue about how likely they are to be audible on normal pro-
gramme material, but rather than arguing about that, | prefer to avoid them.

The datasheet of the SRC4392 [25] states that the output signal word length can be reduced if de-
sired and that this is done with triangular probability density dither. This shows that the designers of
the SRC4392 have used dither, although it doesn’t show that they have done this consistently. At
least the output spectrum plots in the SRC4392 datasheet all look very good, also the ones with low-
level input signals.

8.3 Interpolation filter overshoot

One thing that is rarely even mentioned in the datasheets of digital audio chips is the impact of over-
shoots. Stupid as it may be, it is common practice to make commercial digital audio recordings as
loud as possible, leaving no headroom at all for overshoots in the digital signal processing. Still, most
filters with 0 dB gain for stationary sine waves may produce overshoots on non-stationary or non-si-
nusoidal waveforms.

Regarding overshoots, the worst possible input signal is one that switches between positive and
negative full scale in a sgn(h(-n)) fashion, h(n) being the filter’s impulse response. When this signal
shifts into the delay line of a FIR filter, there comes a moment when all positive coefficients get mul-
tiplied by positive full scale, while all negative coefficients get multiplied by negative full scale. Tak-
ing positive full scale to be +1 and negative full scale to be -1, the resulting output signal peak is the
sum of the absolute values of the filter coefficients. The DC gain is simply the sum of the filter co-
efficients. With respect to the DC gain, the overshoot is therefore the ratio of the sum of the absolute
values of the coefficients to the normal sum of the coefficients. Something similar applies to contin-
uous-time filters when you replace the summation by an integral.
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For an ideal continuous-time filter, the resulting ratio is infinite, as the integral from -oo to o of the ab-
solute value of a sin(x)/x-function diverges [37]. For the long FIR filters used in this DAC, the ratio is
typically between 10 dB and 11 dB. Two or three cascaded filters are typically only a few tenths of a
dB worse than a single filter.

As the digital interpolation filters have plenty of dynamic range, you can easily keep two bits (12.04
dB) of headroom for filter overshoots in the interpolation chain, but doing so in the actual core of the
DAC will significantly reduce the signal-to-noise ratio. The worst-case input signal is essentially a
square wave at the cut-off frequency that suddenly makes a 180° phase jump, which is quite unusual
as a musical waveform; actual music waveforms are likely to give some overshoot, but much less
than 10 to 11 dB.

Hence, I've added three modes of operation. In the loud mode, a full-scale DC input drives the sigma-
delta modulator to producing roughly three quarters ones and one quarter zeroes, or vice versa for
negative full scale. This still leaves a few dB of headroom, as the sigma-delta modulators can be driven
slightly above this level before any integrator clipping occurs. A clipping lamp warns the user when
integrator clipping does occur. In the intermediate mode, the signal level driving the sigma-delta is
halved. In the paranoid or soft mode, it is again halved, ensuring that even the worst-case input sig-
nal causes no integrator clipping.

8.4 Complete digital filter chain

This brings us to the filter chain shown in Figure 16. Depending on the choice of the user, the first
section can be an apodizing filter, a steep filter or no filter at all; I've also added a “surprise” mode for
blind listening. Somewhat arbitrarily, I've chosen an asymmetric Wilkinson filter (see reference [38]
and appendix A) as apodizing filter. These filters have flat passband response and nearly linear phase
over their passband, while still having less pre- than post-ringing. A disadvantage is that they slightly
peak at the start of the transition band. See Figure 17, Figure 18, Figure 19 and Figure 20 for the re-
sponses of the apodizing filter.
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Figure 17 Impulse response of the apodizing filter (asymmetric Wilkinson filter with N =40, p = 14 and 1 =-5,
stopband starting at 0.46 ;)
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Figure 18 Magnitude of the response of the apodizing filter, horizontal axis: frequency normalized to the sample rate,
vertical axis: magnitude in dB.
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Figure 19 Zoomed-in passband response of the apodizing filter.
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Figure 20 Phase error in degrees of the apodizing filter (difference from the theoretical 14.5 tap delay) versus the
frequency normalized to the sample rate. The phase jump from -180° to +180°at 0.44 is an artefact of the phase
calculating routine.
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Instead of an apodizing filter, one can choose a brick-wall filter to suppress the imaging in the half-
band filters of the SRC4392. For sample rates up to 96 kHz, a two-times interpolating filter is used. This
suppresses imaging and as a bonus, it doubles the frequency distance between the response peaks
of the SRC4392, as the SRC4392’s interpolating filter response scales with its input sample rate. For
sample rates between 100 kHz and 190 kHz, a non-interpolating filter is used that only partly sup-
presses imaging. Above 190 kHz, no pre-filtering is needed because the interpolation chain sup-
presses the images. The third option is not to filter at all between the input and the SRC4392. This
reduces the latency of the entire filter chain, which can be useful in professional and in video appli-
cations.

The logic design of the FIR filters was done by the Xilinx FIR compiler version 5.0. They run at an eight
times multiplied clock rate, 216 MHz, generated with one of the FPGA’s DCMs. The FIFOs and double-
flip-flop synchronizers used for clock domain transitions are not shown in Figure 16, nor are the
dithered rounding stages between the filters or the clock doubler used for generating the prefilter
output bit clock when it is in interpolating mode. This clock doubler is a very simple circuit that gen-
erates a pulse at both the rising and the falling edges of the incoming bit clock; it was not possible
to use the PLLs and DCM:s inside the FPGA as bit clock doublers, as they were not compatible with
the frequency range and jitter specification, respectively, of the incoming bit clock.

Some audio files are in the so-called DSD (direct-stream digital) format, which is a Sony trade name
for a sigma-delta modulate. Because of its excessive ultrasonic noise and because proponents of DSD
usually praise its temporal coherence [33], the only logical thing to do with DSD is to smoothly low-
pass filter it. Again somewhat arbitrarily, a Wilkinson filter of length 256 with flatness parameter p =3
and time shift parameter T = 0 (symmetrical response) is chosen to convert DSD into PCM while re-
ducing its ultrasonic noise and while retaining as much as possible of its temporal coherence. The
DSD filter decimates its 2.8224 MHz-sample-rate input signal 14 times to make it fit with the input
sample rates supported by the SRC4392. The stopband of the DSD filter begins at 91.4256 kHz, which
is the end of the passbands of the asynchronous sample rate converter and the interpolation chain.
This ensures that the DSD filter apodizes the entire chain, so the transition- and stopbands of the
SRC4392 and the interpolation chain have no impact on the shape of the overall impulse response.
The responses of the DSD filter are shown in Figure 21, Figure 22 and Figure 23.
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Figure 21 Impulse response of the DSD filter (Wilkinson N = 256, p = 3, T = 0, stopband starts at 0.03239285714 f;). At
2.8224 MHz input sample rate, the whole response is only 90.35 us long.
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Figure 22 Magnitude response of the DSD filter, vertical scale in dB, horizontal scale in Hz (for 2.8224 MHz input

sample rate).
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Figure 23 Zoomed-in magnitude response of the DSD filter, vertical scale in dB, horizontal scale in Hz (for 2.8224 MHz
input sample rate).

The next stage is the SRC4392 asynchronous sample rate converter. It converts whatever comes in
to a 200 kHz sample rate’. As its output sample rate will normally be greater than its input sample rate,
its output decimation filter is not needed. It is switched off, eliminating its ripples and any other arte-
facts. In the case of DSD, the sample rate of the signal going from the DSD filter to the SRC4392 is
slightly higher than the SRC4392's output sample rate (201.6 kHz versus 200 kHz). Nevertheless, as
the DSD filter suppresses anything above 91.4256 kHz, no aliasing can occur.

Another special case is 192 kHz PCM. The transition band of the interpolation chain inside the
SRC4392 extends up to 0.5465 times the input sample rate, which is 104.928 kHz at 192 kHz input
sample rate. At 200 kHz output sample rate, 104.928 kHz aliases to 95.072 kHz. This alias is blocked
by the interpolation chain between the SRC4392 and the sigma-delta modulator, the stopband of
which starts at 95.072 kHz.

After the SRC4392, two interpolating FIR filters bring the sample rate up to 3 MHz. The signal then
goes into a zero-order hold filter, that is, it is simply kept constant until the next sample is calculated.
The first of the two interpolating filters includes compensation for the analogue post filter; the com-
pensation is switched off when the apodizing filter peaking already more than compensates for ana-
logue filter roll-off.

7The 200 kHz SRC4392 output sample rate is high enough not to be the signal bandwidth bottleneck, it allows convenient mul-
tiplication factors in the interpolation chain and it is compatible with clock frequencies for the SRC4392's output I2S interface that
cause no interference at odd multiples of 13.5 MHz. The SRC4392 output 12S interface is run in slave mode at 10.4 MHz bit clock
and 200 kHz word clock.
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The coefficients for the interpolating filters were calculated with the equiripple FIR filter design pro-
gram of which McClellan, Parks and Rabiner published the complete FORTRAN code in 1973 [39]. In
fact, most FIR filters are designed using some variant of their program. The original code needs only
a few modifications to run under gfortran, a modern open-source Fortran compiler; there is one ARCOS
that needs to be changed into an ACOS, the double-precision functions now also need to be declared
as double-precision in the part of the program from which they are called, numerical values (literals)
intended as double-precision numbers need to get an exponent DO to prevent unintended rounding
to single precision and the option to store the impulse response on punched cards is not supported
anymore. The program supports filters with multiple pass-, stop- and transition bands, and it can eas-
ily be modified to include non-flat passbands and frequency-dependent ripple magnitudes.

In principle a modified version of McClellan’s program can design FIR filters that compensate for ana-
logue filter roll-off and for the ripple of the interpolation filter of the SRC4392. 1 soon found out, how-
ever, that the filters quickly become excessively long if you want their responses to follow some funny
shape with extreme accuracy. | therefore decided not to compensate for SRC4392 ripple and to use
a different method for analogue filter roll-off compensation.

By manually tweaking coefficients in an Excel spreadsheet, | quickly found a 13-taps FIR filter that
compensates the roll-off of my analogue filter to +0 dB / -0.02 dB up to 20 kHz, +0 dB /-1 dB up to
61.22 kHz (just monotonic roll-off, no ripple, non-idealities of the components of the analogue filter
and the optional transformer not included). This compensating filter doesn't boost any frequency
by more than 0.65 dB. | convolved its impulse response with the impulse response of a normal, very-
low-ripple Parks and McClellan filter®. The combined impulse response is used as one of the coeffi-
cient sets of the three-times interpolating filter in the interpolation chain.

The CD standard features a 50 us/15 us pre-emphasis/de-emphasis option that is rarely used, but
needs to be supported anyway. To mimic this with a FIR filter, | have simply calculated the step re-
sponse of a continuous-time 50 ps/15 ps de-emphasis filter and sampled it at 600 kHz, the output
sample rate of the first interpolation stage. The differences between adjacent samples were used as
the weights for the de-emphasis FIR filter. To get a finite length, | have tapered off the impulse re-
sponse. By tweaking the 15 ps time constant, | could get a bit better match between the magnitude
response of the FIR and the magnitude response of an ideal continuous-time 50 pus/15 s de-em-
phasis filter.

The calculated impulse response was again convolved with the impulse response of a low-pass fil-
ter to get an alternative coefficient set for the first interpolating filter. The total number of coefficient
sets is four: plain low-pass, low-pass with correction for the analogue reconstruction filter, low-pass
with de-emphasis, low-pass with correction for the analogue reconstruction filter and with de-em-
phasis.

8] generally set the weight for passband ripple to 1 and the weight for stopband ripple to 2, which in McClellan’s program means
that the pre- and post-echoes are each suppressed as much as the stopband.
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9 The sigma-delta modulator

I've implemented a sigma-delta modulator that can work in three different modes. In two modes it
is a properly dithered sigma-delta that incorporates a multibit quantizer and a kind of pulse width
modulator with randomly rotated pattern (as explained in section 3.1), in the third mode it is a chaotic
single-bit sigma-delta with undithered quantizer®. The PWM modes have the advantage of being
theoretically free of tones and almost free of noise modulation artefacts, but their disadvantage is that
the sample rate of the quantizer can only be a fraction of the clock rate. One of the two PWM modes
has a quantizer sample rate of a quarter of the 27 MHz clock with five quantization levels, the other
has a quantizer sample rate of one eight part of the 27 MHz clock with nine quantization levels. The
chaotic single-bit sigma-delta mode has a quantizer sample rate of the full 27 MHz, hence it has a
higher oversampling ratio than the PWM versions. See Figure 24 for a block diagram.

The sigma-delta modulator has been designed using the noise transfer function method with an
out-of-band noise gain of about 1.5 [4], as explained in section 3.1. Essentially, one models the quan-
tizer as an addition point for quantization noise and pretends that everything is linear to calculate the
loop filter coefficients. This reduces the problem to a filter synthesis problem. Extensive transient
simulations then have to show what impact non-linear effects have. The filter synthesis calculation
is conceptually straightforward but quite long due to the number of terms; it took me seven pages
of A4 paper to write out the equations. There is no need to solve any seventh-order equations, you
just equate the polynomial coefficients to the values you want them to have and end up with a sys-
tem of first-order equations.

A complicating factor in the PWM case is the fact that the quantizer runs at a different sample rate
than the loop filter. The correct way to calculate the coefficients probably entails impulse-invariant
transforms, but I've simply calculated the coefficients pretending that everything runs at the quan-
tizer sample rate, and then scaled down the signal going into each accumulator by the ratio of the
sample rates, see Figure 25. As long as all signals vary slowly compared to the sigma-delta clock rate,
adding a signal 6.75 million times per second has the same effect as adding a quarter of the signal
27 million times per second.

Rather than using noise transfer synthesis, some authors advocate the use of a more scientific
bounded-input, bounded-output method for multibit converters, see reference [40]. | haven't used
their method because the required number of quantization levels is too large for a PWM-based mod-
ulator; with a given clock rate, this would result in a rather low quantizer sample rate and, hence, in
a low oversampling factor.

The chosen noise transfer functions for the loops with a pulse width modulator are fifth order, hav-
ing zeroes at DC, in the upper part of the human auditory range (11869 Hz) and in the upper part of
the feline auditory range (37533 Hz). The analogue reconstruction filter is sixth order; although |

? In fact the PWM modes are also slightly chaotic because the poles of the resonators are just outside the unit circle.
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Figure 25 lllustration of the approximation used to handle the multirate nature of the PWM cases.

haven't checked if this is truly needed, it seemed reasonable to use a reconstruction filter order that
is slightly higher than the order of the sigma-delta.

The chaotic version has two all-pass sections included in its noise transfer function, one to destabi-
lize low-frequency limit cycles and one to destabilize limit cycles near half the sample rate (follow-
ing Lars Risbo’s recommendation [13]). This increases the order of the chaotic version to seven, but
as the allpass sections have little influence on the magnitude of the noise transfer function, the noise
outside the signal band still only increases with a fifth-order slope.

Single-loop sigma-delta modulators of order greater than two and chaotic modulators of any order
are conditionally stable and may burst into uncontrollable low-frequency oscillations (overload cy-
cles) when overloaded. State variable limiting has been used to ensure proper recovery from over-
load; at abnormally high signal levels, the outputs of all integrators except the last one are clipped,
which basically reduces the loop to a non-chaotic first-order system.

10 Random number generation for dithering

For various practical reasons, the random numbers used for dithering come from pseudorandom
number generators rather than true random number generators. The used pseudorandom number
generation algorithm is the so-called XORSHIFT128+ algorithm [41]. Its period is 2'? - 1 cycles, which
comes down to a period time of almost 4.10% years when running at 27 MHz clock rate. This means
that instead of being continuous, its output spectrum consists of discrete peaks at all multiples of
7.93459-102 Hz, but one would have to listen for almost 4.10% years and to have an exceptionally
good auditory memory to notice this. The complete signal path uses 11 instances of XORSHIFT128+,
all with a different seed (starting number).

Each XORSHIFT128+ produces 64 bit pseudorandom words. These are converted into 33 bit trian-
gular-pdf dither by splitting them into two 32 bit words, one made of the odd and one made of the
even bits. These 32 bit words are added and the MSB is inverted to get rid of the DC component. The
32 bit words are also subtracted; as shown in reference [42], one can use the sum of two random
words for one channel and the difference for the other channel of a stereo system. To bring some true

Marcel van de Gevel
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randomness into the circuit and to avoid discussions about whether the noise is close enough to
being ergodic, | have made a part of the seeds of the pseudorandom number generators dependent
on the ignition delay of the voltage reference tube and on the crystal oscillator start-up time. The ig-
nition delay depends on radioactive decay or on cosmic radiation and is truly random according to
the present physics theories.

11 Start up and user interface

There are several housekeeping functions to be performed, such as writing the correct settings into
the DIX4192 and the SRC4392, starting up circuits in the right order, measuring the start-up times of
the 85A2 and the crystal oscillator and supplying the numbers as part of the seeds to the pseudo-
random number generators, controlling the output relay and providing some sort of user interface.
These tasks can be performed by specially designed hardware state machines or by firmware running
on some kind of embedded computer/microcontroller [43]. A microcontroller can itself be imple-
mented on the FPGA, if desired.

To keep things simple, | chose a very simple user interface (just a few knobs and lights) and imple-
mented everything in hardware. To minimize interference, all required circuits either run on the
sigma-delta modulator clock, or on a multiple of the sigma-delta modulator clock, or are shut down
before the audio outputs are activated.

A silly feature of the DIX4192 is that one cannot simply set it to use the same clock frequencies for
its I2S output as it finds on its active SPDIF/AES3 input. Instead, one needs to read out the PLL2 mul-
tiplication factor RXCKR that it automatically selects and update its PLL2 output division ratio RX-
CKOD accordingly. This needs to be done whenever the input sample rate changes so much that the
DIX4192 changes its RXCKR value. Instead of making some interrupt handling thing, | made a state
machine that frequently checks the RXCKR value and adjusts the RXCKOD value accordingly. It also
changes the input selector value when the user wants to switch to another input. To minimize in-
terference, this is done with an SPI clock frequency equal to the sigma-delta clock frequency. To pre-
vent periodic data patterns having strong spectral lines, there are randomized wait times between
the SPI read and write actions.

To make blind listening tests easier, the switches that control the pre-filter and the sigma-delta
method have a“surprise” setting. When this setting is chosen, you randomly get one of the pre-filters
or one of the three sigma-delta methods. The random number is stored in an EEPROM, so you can al-
ways switch off the DAC and continue listening some other time; my late colleague Henk ten Pierick
used to say that you have to listen to audio equipment for a week or two before you can really de-
cide if it is any good. You can also do ABX testing (or rather ABCX testing) if you like, by comparing
the “surprise”-setting with the other, known, settings. When the “surprise” pushbutton is pressed,
neon lamps show what the randomly chosen filter and sigma-delta method were. When the “sur-
prise” pushbutton is released, new random values are chosen.
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It should be noted that the various filter options have different delays. No attempt has been made
to equalize delays in surprise mode. Also keep in mind that at low sample rates, the 0.386 dB gain
peak and the roll-off of the apodizing filter lie within the frequency range traditionally considered au-
dible for humans, as shown in Figure 19. Otherwise the gain matching between the various modes
should be good enough for a blind test; the biggest difference is a 0.017 dB difference in gain be-
tween sigma-delta methods 1 and 2.

As there is only one DSD filter, the filter “surprise” setting doesn’t do anything for DSD. Depending on
the setting of switch S1D on the FPGA module, the clipping lamp can be suppressed during the “sur-
prise” mode to ensure that you don’t subconsciously recognize the mode by looking for differences
in the clipping light.

12 P(B design

Much as | like point-to-point wiring, perfboard and chassis-mounted electronics, they are not par-
ticularly suitable for a critical mixed-signal circuit like the valve DAC. In a sigma-delta DAC, any
crosstalk from the sigma-delta modulate to the voltage reference or to the clock increases the noise
floor. On the very first prototype, built with point-to-point wiring on a copper-clad board, touching
a thin coaxial cable that carried the sigma-delta modulate was enough to raise the noise floor by 10
dB or so.

Hence, | decided to design a multilayer PCB for the valve DAC. A four-layer board provides two lay-
ers of shielding when you use the inner layers as supply and ground planes and put all the digital stuff
on the back side and all the analogue stuff on the front.

Ideally, everything should be made in surface mount technology to minimize the number of wires
sticking out of the wrong side of the board. This seemed inappropriate for the valve circuits, though™.
As a compromise, | used SMD technology for the active digital circuitry and through-hole compo-
nents for the analogue and mixed-signal circuitry, and kept some distance between the FPGA mod-
ule and the actual DACs. To keep the board costs down (it is still the most expensive part of the DAC),
| used a fairly straightforward PCB technology without buried vias [44]. This made it necessary to
keep some distance between analogue and digital anyway, as all vias extend to the other side of the
board. Where possible | used relatively large SMD components (like 1206 or 0805 size) to make sol-
dering them a bit easier for people over 40, such as myself.

The point-to-point wired prototype had several problems related to transmission line reflections.
The weirdest one was a gross distortion caused by random switching between two filters caused by
the sample frequency counter getting confused by reflections on the word clock line. Terminating the
lines at the source side with roughly the right impedance was enough to solve these issues. The PCB

'© People who have seen the rebuilt Colossus in the National Museum of Computing, block H, Bletchley Park, England, know that
Colossus was actually made with surface mounted valve holders so valves could be mounted on both sides of the huge mount-
ing panel. The resistors and capacitors were normal wired components, though.
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also contains several resistors meant as transmission line terminators. The transmission lines were
designed assuming that the dielectric between the outer and inner metal layers is 360 um thick and
has a relative dielectric constant of 4.35, which should more or less match the Eurocircuits PCB Proto
technology''. The dielectric thickness between the two inner layers is not critical, as long as the di-
electric can easily handle 300 V.

Except for the first filter capacitors and the DC blocking capacitors, the reconstruction filters are
mounted on a separate single-layer board. As the filter components are quite large, have only few
connections between them, carry no high voltages and are not exceedingly sensitive to board leak-
age currents, a simple single-layer board with no solder mask works fine and is much cheaper than
using a larger four-layer board.

Gerber files, the complete KiCAD database and some additional information are available on the Lin-
ear Audio website (www.linearaudio.net/downloads).

13 Measured results
Unless otherwise noted, all measured results are with a balanced output filter as shown in Figure 14.
The filter board has space reserved for an optional output transformer, but it was not populated.

13.1In-band noise
The four-layer-board version of the valve DAC was subjected to a series of measurements, experi-
ments and small improvements. These showed that:

«  The PWM8 mode gives the best in-band noise performance. Simulations show that it also has the
largest headroom and is therefore the least likely to run into clipping when used with the loud
setting. All in all, PWM8 has the best dynamic range.

«  Changes that made the clock signals coming out of the EF80s stronger reduced the noise floor.

«  The noise floor also dropped when C5 and C24 were added to the DAC core (see Figure 9) to
give the sigma-delta modulate a better return path. No further improvement was obtained by
trying to compensate for the current through the sdin pin by coupling its inverse to the -137V
line through a 4.7 pF capacitor. The changes that did work are all included in the board layout
on the Linear Audio website; on my board they were made in a rather improvised manner.

- Differences between the anode voltage of UTA/U2B and the anode voltage of U1B/U2A cause
anoise increase and the signal swing between the anodes causes noise modulation. Hence, the
anode resistors must be trimmed for minimum idle channel noise. This effect is slightly smaller
in PWM8-mode than in PWM4-mode.

" Eurocircuits uses two 180 pm-thick layers of PR7628 on top of each other [44]. According to [45], this type of prepreg has a rel-
ative dielectric constant between 4.1 and 4.6.
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These observations can be explained by crosstalk from the sigma-delta modulate to the clock signals
and by considering what happens to the cathode potential of Uia/Uis or U2a/U2s during the clock
phase when the tail current is off. For example, consider Uia/U1s in Figure 9 and assume that Uia has
a higher anode potential than Uis. Due to the finite voltage gain of an E88CC triode, the voltage at
which the cathode will settle when clockn is low will then be higher when Uia has a high level at its
grid than when Uis has a high level at its grid. Some intermediate voltage level will occur when there
is a transition on the grids of Uia and Uis while clockn is low.

Hence, depending on the previous and the present bit value, there can be four different values for
the cathode potential of U1a/Uss at the time when clockn starts going high again. The lower the cath-
ode potential, the faster Uia or Uss starts to conduct significant current. As a result, the weight of the
present bit depends on previous bits. As this is a multiplicative rather than an additive effect, out-of-
band quantization noise will intermodulate with out-of-band quantization noise, and a part of the
resulting intermodulation product will lie at low frequencies and degrade the in-band noise floor.

In fact the main problem occurs after transitions of the sigma-delta modulate. When the grid of Uia
is high continuously, the cathode settles to a higher voltage than if the grid of Uiz had been high
continuously, but due to its higher anode voltage, Ui also needs less grid-to-cathode voltage to turn
on, which compensates the effect. Hence the smaller noise modulation in PWM8-mode, which has
less transitions than the PWM4-mode.

Anyway, when Uia and Uis have the same anode voltage (or, more precisely, an offset between their
anode voltages that exactly compensates for the mismatch between the triodes), the cathode will al-
ways settle to the same voltage and the pattern sensitivity will be gone.

The final noise floor in PWM8 mode and with the loud setting was -85.76 dB(A) on the left and -91.29
dB(A) on the right channel with respect to a full-scale sine wave. These are very decent values for such
a simple circuit. The noise with a full-scale 1 kHz signal present was -75.37 dB(A) left and -76.74 dB(A)
right, with 20 Hz full-scale it becomes -69.35 dB(A) and -69.39 dB(A) due to the reactances of the DC
blocking capacitors. The noise gradually increases with the signal amplitude, which is more similar to
the type of noise modulation found in an instantaneous companding system than to the periodic
noise modulation found in an undithered or inappropriately dithered digital system. If you wish to re-
duce noise modulation, you can reduce the impedance loading U+/U: or try devices with higher volt-
age gain, such as pentodes (partition noise will be negligible because of the high signal levels).

13.2 Out-of-band noise

The out-of-band noise is about 10 mV RMS in PWM8 mode, 4 mV RMS in PWM4 mode and 400 pV
RMS in chaotic mode. Although the 10 mV RMS of the PWM8 mode might cause sub-slewing TIM in
an amplifier with a bipolar input stage, no input filter and a relatively small loop bandwidth, none of
these values are likely to cause significant sub-slewing TIM in a valve amplifier because of the better
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open-loop linearity of valves.

13.3 Harmonic distortion

The distortion consists mainly of the third harmonic. In PWM8 mode, which is the mode with least
distortion, its level is around -76 dB (0.016 %) at 1 kHz and at 10 kHz, with no significant difference
between the channels. It increases to -63 dB (0.07 %) at 20 Hz.

13.4 Frequency response

The output level at 0 dBFS in loud mode was measured to be 1.2V RMS at 1 kHz. At other frequen-
cies between 20 Hz and 20 kHz, it remained within +0/-0.21 dB from the 1 kHz value using the steep
(non-apodizing) filter setting. It is unclear how much of the variation was due to the measuring equip-
ment.

13.5 Single-ended variant

A simple way to make a single-ended variant is to ground the DAC_out_n pin (leaving Csz in place)
and to only filter DAC_out_p. This saves half the potcores and some polystyrene capacitors. | did
some quick measurements on this variant and found no major performance differences except the
halved output signal voltage and a reduction of about 3 dB of the ratio of a full-scale signal to the idle-
channel noise.

14 Conclusion

Having demonstrated that it is quite possible to use valves for the actual digital to analogue con-
version, | don’t want to hear anyone call a solid-state DAC followed by a valve-based output buffer a
valve DAC anymore!
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Appendix A. Parks-McClellan and Wilkinson filters

The z-domain transfer function of a FIR filter is

H(z)= fh(k)z*"

In this equation, h(k) is the filter's impulse response and z* represents k sample periods of delay. For
filters with symmetrical impulse response (meaning h(k) = h(N — k - 1)), it is convenient to split H(z)
into a part that represents a constant delay and a part that represents the magnitude of the transfer.
Assuming an odd filter length,

N—

N-1

1

H(z)=z 2 hk + N“)z*k
| 2
2

The response under stationary sine wave excitation can be found by substituting

"
z=e'"

with w = 271f, while Tis the sample period. The constant delay of (N - 1)/2 sample periods has no im-
pact on the magnitude of the response, so the magnitude of the response is given by

N
2

N-1
2

-1
)cos(kaT) +h(N—_l)
] 2
2

N-1
_ 2
h(k + NTl)e*/k‘"’ =D 2h(k+
- k=1

Hence, the magnitude of the response of an odd-length symmetrical FIR filter is the sum of a bunch
of weighted cosines of integer multiples of wT. A similar expression can be obtained for even-length
symmetrical FIR filters, except that an extra cos(wT/2) needs to be factored out.

The trick is to find the correct weights for the cosines. Once a frequency response is found that is re-
alizable and optimal in whatever sense you want to optimize the filter, the corresponding impulse re-
sponse and, hence, the corresponding filter coefficients follow by inverse discrete Fourier transform.

The Parks-McClellan method finds optimal weights in the Chebyshev sense, that is, it minimizes the
largest error between the actual response and the desired response. The error is weighted by weight
factors that the user can specify for each pass- and stopband, and with small changes to the pro-
gram the weight within each band can be made to vary with any desired smooth function of fre-
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quency. It is known from theory that an optimal design has N/2 + 1 (even N) or N/2 + 1.5 (odd N) ex-
tremes for a filter with length N.The algorithm starts with a guess for the frequencies of the extremes
(equally distributed over the bands). It uses a closed-form expression for the magnitude of the rip-
ples and assumes that the magnitude is at the peaks of the ripples at the guessed frequencies.

A sum of cosines of integer multiples of wT can also be written as a polynomial of cos(wT). Therefore,
polynomial interpolation (barycentric Lagrange interpolation) on cos(wT) can be used to find the
magnitude response that passes through the guessed extremes. If the actual extremes of the inter-
polated transfer function are at different frequencies than the initial guess, these new frequencies are
used as the new guess for the extremal frequencies and the whole procedure is repeated until it con-
verges. This procedure is known as the Remez exchange algorithm. A more extensive explanation and
the complete FORTRAN code can be found in references [46] and [39], respectively.

Wilkinson [47] described a method to make linear-phase low-pass filters with ripple-free passband
and equiripple stopband. Instead of using cosines, the transfer can be written as a polynomial of
sin¥(wT /2). Forcing the first-order up to the p-th order term to be zero ensures that the first 2p deriva-
tives of the magnitude to frequency at f= 0 are 0, similar to a Butterworth filter. Wilkinson uses a Parks-
McClellan-like algorithm to approximate -1/sin?**2(wT /2) over the stopband and then makes the total
response 1+ sin??*%(wT /2)-Z, where Z is the transfer found by the Parks-McClellan-like algorithm.

I have tweaked a copy of the McClellan program to change it into a symmetrical Wilkinson filter de-
sign program; it works well as long as p is not too large and the cut-off frequency is not too low, oth-
erwise it explodes numerically despite the use of quadruple-precision numbers. Wilkinson’s
derivation only applies to odd-order filters, but I've used the program on even-order filters without
any problems.

Wilkinson later extended his method to asymmetrical filters having approximately linear phase over
their passband [38], using the fact that any finite impulse response can be written as the sum of a
symmetrical impulse response and the difference between adjacent weights of another symmetri-
cal impulse response. When designed for a delay corresponding to less than (N - 1)/2 sample peri-
ods, an asymmetrical Wilkinson filter has less pre- than post-ringing. The disadvantage is that when
this is done, the magnitude response peaks to some extent. In fact you have to make a compromise
between the reduction in pre-ringing and the amount of peaking.

Suppose you define the desired delay and suppose that this is an integer number of samples. If you
forget for the moment that you need a stopband, it is clear what the filter coefficients should be: one
for the tap corresponding to the desired delay and zero everywhere else. This response can then be
split into two symmetrical impulse responses and from that the coefficients for the polynomials of
sin?(wT /2) can be calculated. Wilkinson actually does this in a smarter way that also works for non-
integer delays.
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To add a stopband and depending on the flatness parameter p, the low-order terms of the polyno-
mials of sin?(wT /2) are then kept as is, but a Parks-McClellan-like algorithm is used to change the
weights of the higher-order terms such that they nearly cancel the lower-order terms over the stop-
band. This is rather similar to the procedure for symmetrical Wilkinson filters, except that it needs to
be done twice, once for each of the two symmetrical impulse responses that together define the
complete filter's asymmetrical impulse response.

I have also tweaked a copy of the McClellan program to change it into an asymmetrical Wilkinson fil-
ter design program. Again, it works well as long as p is not too large and the cut-off frequency is not
too low, otherwise it explodes numerically despite the use of quadruple-precision numbers.
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Appendix B. Passhand ripples and pre- and post-echoes of digital low-pass filters

Practical digital low-pass filters can have a perfectly linear phase characteristic, but they never have
a perfectly flat magnitude response over their passband. Very often, they have ripples in their pass-
band. Under some assumptions, these ripples can be described in terms of pre- and post-echoes.
The working assumption in this appendix is that there is some upper frequency fmax above which fre-
guency components of sounds are inaudible, also when heard in combination with other frequency
components, and that the cut-off frequency of the filter is greater than or equal to fmax. Hence, when
an audio signal is passed through the filter, what happens above fmax has no impact on the sound of
the output signal.

B.1. Simplification by assuming equal frequency distance between the ripples

Following R. Lagadec and T. G. Stockham [36], assume that the filter has linear phase and that its
passband ripples have equal frequency distances. The filter can then be regarded as equivalent to a
cascade of two linear-phase filters, a low-pass with perfectly flat passband and a filter that only has
equidistant ripples all the way up to the Nyquist frequency. This second filter is the one that does the
damage.

A filter with an impulse response consisting of a pre-echo, a main response and a post-echo pro-
duces exactly this kind of equidistant ripple response. That is, when the echoes occur a time T before
and after the main signal and have a magnitude g, the transfer function (in the s domain) is

s1

H(s)=1+ae™ +ae (B.1)

neglecting the filter’s constant delay for simplicity. Substituting s = jw, the corresponding magni-
tude response is

H(jo)=1+2acos(oT)
This produces ripples with a frequency distance of 1/T.

It is interesting to see some numerical examples of the relation between the ripple magnitude and
the magnitude of the pre- and post-echoes, see Table 4. Quite small ripples are required if you want
to get the echoes down to a level that doesn’t require temporal masking to make them inaudible. For-
tunately, McClellan’s FORTRAN program can readily produce filters with extremely small passband rip-
ples.
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a Echo magnitude Ripple

0.03 -30.46 dB +0.5061 dB /-0.5374 dB

0.005789 -44.75 dB +0.09999dB/-0.1012 dB
0.000403 -67.89 dB +0.006998 dB / -0.007004 dB
0.000001 -120dB +0.00001737 dB/-0.00001737 dB

Table 4 Some examples of ripple and echo magnitudes according to the theory of reference [36].

B.2. More realistic filter responses

The passband ripples of practical digital low-pass filters are not entirely evenly spaced in the fre-
quency domain. Hence, it is unclear to what extent the theory of R. Lagadec and T. G. Stockham ap-
plies to realistic filters. The pre- and post-echoes of a filter are, of course, determined entirely by its
impulse response. Nonetheless, staring at the impulse response doesn't give us any idea of the echoes
due to passband ripples, because the shape of the impulse response is mostly determined by what
happens above the cut-off frequency.

The following method can make the impulse response aberrations due to passband ripples more
visible:

1. Cascade the filter under test with an ideal continuous-time low-pass filter with cut-off frequency fimax.
As we are interested in what happens below fmax, this doesn’t affect the part of interest. When the pass-
band is perfectly flat, the impulse response of the combined filter now has a sin(27fmaxt)/(21fmaxt) shape.

2. Sample the impulse response of the combined filter with a sample rate of 2 fmaxand ensure that the
samples fall on the zero crossings of the sin(2mfmaxt)/(2mfmaxt) function. Ideally, this produces only one
nonzero sample, the one related to the main response. Any other peaks or sin(x)/x shaped ripples are
due to the imperfect passband response of the filter under test.

Step 1 can be done mathematically by calculating the convolution of the impulse responses of the

filter under test and the ideal filter. Step 2 means that you only need to calculate this convolution at
a countable number of points. Overall, the calculation to be done is:

& osinQaAf,, (t—kT))

h(k
= 2, (t—kT) () (B.2)
for
'~ 2}:m +[N2_ : HJT (B.3)
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In these equations, N is the length and Tis the sample period of the filter under test, h(k) is its impulse
response, fmax is the highest frequency of interest (as explained at the start of this appendix), t rep-
resents time and k and n are integers. T is the number of sample periods that the main peak of the
filter's impulse response is displaced from the centre; T = 0 for symmetrical filters.

As a typical example, | took a 128-tap, two-times-interpolating Parks-McClellan filter with 96 kHz out-
put sample rate and a transition band from 21.768 kHz to 26.232 kHz. The weight was 1 in the pass-
band and 12778 in the stopband, which resulted in a passband ripple of +0.007786 dB / -0.007793
dB and a stopband suppression of 143.08 dB (same order of magnitude as the filters used in the
SRC4392). The echoes should theoretically have a level of -66.97 dB.

Using equations (B.2) and (B.3) with fmax = 21768 Hz, the plot of Figure 26 results. The largest echoes
in the plot have a level of -69.22 dB. The difference with the theory of R. Lagadec and T. G. Stockham
is less than 2.3 dB.
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Figure 26 Impulse response aberrations due to the +0.007786 dB /-0.007793 dB passband ripple of a typical 128-tap
filter. Horizontal scale: time points of equation (B.3) in seconds, vertical scale: result of equation (B.2) expressed in dB.
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The AES Student Delegate Assembly is pleased to announce the Student Competitions at
the upcoming 142nd Convention of the Audio Engineering Society in Berlin from 20
May to 23 May 2017.

AES Student Recording Competition - Deadline 17th April 2017

An opportunity for students to present their recording works to a panel of renowned industry
professionals to critique and judge, in four categories: Traditional Acoustic Recording,
Traditional Studio Recording, Modern Studio Recording and Electronic Music and Sound for
Visual Media.

AES Student Design Competition - Deadline 8th May 2017

A chance for aspiring hardware and software engineers to gain recognition for their hard
work, technical creativity, and ingenuity. The only restriction is that the project must be based
around audio. Participants must present a poster for the AES convention Student Design
Exhibition, in either the Undergraduate or Postgraduate categories.

Both competitions are excellent learning opportunity for all students through feedback,
constructive criticism, and conversation between those who are entered in the competitions
as well as the experienced judges and those attending the exhibition.

The 143rd Convention of the Audio Engineering Society will take a place in New York,
USA from 18 October to 21 October 2017.

The Student Recording Competition submission deadline for the 143rd is 18th September
2017. The Student Design Competition submission deadline for the 143rd is 2nd October
2017.

Further details, the complete rules and how to enter can be found at
http://www.aes.org/students/awards/

Follow the Student Delegate Assembly (the AES’s student ambassadors) at
www.aes.org/students/blog, http://facebook.com/AESsda and http:/twitter.com/AESsda.




